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What is Apache Spark?
What is Apache Spark?

- Addressing **limitations** of Hadoop MapReduce programming model
  - No iterative programming, latency issues, ... 
- Using a **fault-tolerant** abstraction for **in-memory** cluster computing
  - Resilient Distributed Datasets (RDDs)
- Can be deployed on different **cluster managers**
  - YARN, MESOS, standalone 
- Supports a number of **languages**
  - Java, Scala, Python, SQL, R 
- Comes with a variety of **specialized libraries**
  - SQL, ML, Streaming, Graph 
- Enables additional use cases, user roles, tasks, e.g. 
  - **Data scientist** tasks: developing analytical models
  - **Using languages other than Cobol or Java**: R, Scala ...
Apache Spark is emerging as a key disruptive technology.

Expect more innovations to emerge

**Origin**

**Founding Sponsors:** Google, Amazon, SAP, IBM

**Sponsors:** Adobe, Apple, Bosch, Cisco, Cray, EMC, Ericsson, Facebook, Huawei, Informatica, Intel, Microsoft, Netapp, Pivotal, VMware.

**Affiliates:** many

**Aggressive Vision**

1. Unified Platform for Big Data Apps

   - Batch
   - Interactive
   - Streaming

   **Spark**

   - Hadoop
   - Cassandra
   - Mesos
   - Cloud Providers

   Uniform API for diverse workloads over diverse storage systems and runtimes

2. Standard Library for Big Data

   Big data apps lack libraries of common algorithms

   Spark’s generality + support for multiple languages make it suitable to offer this

   Python  Scala  Java  R

   SQL  ML  graph  ...

   Core
Resilient Distributed Dataset (RDD)

- **Key idea**: write programs in terms of transformations on distributed datasets
- RDDs are **immutable**
  - Modifications create new RDDs
- Holds **references to partition** objects
- Each partition is a subset of the overall data
- Partitions are **assigned to nodes** on the cluster
- Partitions are in **memory** by default
- RDDs keep information on their **lineage**
Spark Programming Model

- Operations on RDDs (datasets)
  - Transformation
  - Action

- Transformations use lazy evaluation
  - Executed only if an action requires it

- An application consist of a Directed Acyclic Graph (DAG)
  - Each action results in a separate batch job
  - Parallelism is determined by the number of RDD partitions
What is Apache Spark?

Languages

Spark Libraries

Spark Core

Cluster Manager

Data Abstraction

Languages: Java / Python / Scala / R

Spark Libraries: Spark SQL (Relational Operators), Spark MLLib (Machine Learning), Spark GraphX (Graph Processing), Spark Streaming (Real-Time Streaming)

Spark Core: General Execution Engine

Cluster Manager: YARN, MESOS, Standalone

Data Abstraction: HDFS / Cassandra / HBase / Parquet / ...
# RDDs / DataFrames / Datasets

<table>
<thead>
<tr>
<th>RDD</th>
<th>DataFrame</th>
<th>Dataset</th>
</tr>
</thead>
<tbody>
<tr>
<td>Spark Version</td>
<td>Spark 1.0</td>
<td>Spark 1.3</td>
</tr>
<tr>
<td>Released</td>
<td>May 2014</td>
<td>March 2015</td>
</tr>
<tr>
<td>API</td>
<td>RDD API</td>
<td>DataFrame API</td>
</tr>
<tr>
<td>Characteristics</td>
<td>Functional programming, arbitrary data types, no optimized execution plan</td>
<td>Structured binary data (Tungsten(^1)), high level relational operation, Catalyst optimization (optimized execution plan)</td>
</tr>
<tr>
<td>Advantages</td>
<td>Strong typing, ability to use powerful lambda functions</td>
<td>Less code, better performance</td>
</tr>
</tbody>
</table>

1) Tungsten: fats in-memory encoding  
2) Sources at: [http://spark-packages.org/](http://spark-packages.org/)
Spark on z/OS
IBM Analytics Platform

IBM z/OS Platform for Apache Spark (Spark on z/OS)
Available since December 2015 via Open Source

Securely Integrate OLTP and Business Critical Data

Unique capability:
- Only found on Apache Spark on z/OS

Integrate:
- DB2 for z/OS, IMS, VSAM, PDSE, Syslog, SMF, ...
- Remote (non-z) data on distributed servers, Hadoop, Oracle, ...
- Defining security authorizations for instance using RACF
IBM Analytics Platform

IBM z/OS Platform for Apache Spark – Security Considerations

- Avoiding costly, cumbersome, and less secure z/OS data movement patterns
- Using Security Optimization Management (SOM) to cache user authorization information for logon processing
- Defining security authorizations using RACF to grant users access to the DB2 for z/OS
- Governing all Spark memory structures that contain sensitive data with z/OS security capabilities
- Using very granular integration with System Authorization Facility (SAF) interfaces for security configuration to suit needs
- Providing resource protection via Data Service server (AZK)
  - RACF classes
  - Top Secret classes
  - ACF2 (Access Control Facility) security
IBM Machine Learning for z/OS
IBM has transformed Machine Learning to Learning Machines

Easily create and deploy models in less time
Simplify model management
Continuously and automatically retrain models
Predict with more certainty

Faster time to value across more business initiatives
Higher quality predictions and recommendations
Optimized allocation of human resources
More impactful decision making
IBM Machine Learning (ML) for z/OS

- Consistent IBM offering
- On premise machine learning solution for z/OS
- Uses the same tools and technologies as the IBM Machine Learning (ML) Service
- Holistic approach, which offer data science experience (data prep, training and evaluation), model deployment, scoring, monitoring, and model retraining
- Can be used with and benefits from DB2 Analytics Accelerator
- Leverages z/OS Platform for Apache Spark (Apache Spark on z/OS)
IBM ML for z/OS – The Machine Learning Workflow

IBM Machine Learning (ML) for z/OS

(Data Science Experience)

- Training and scoring on z using Spark on z/OS as the backend data processor
- You can train models best fit for their business with the data on mainframe
- You can deploy the ML models and perform online scoring within transaction on mainframe
## IBM Machine Learning for z/OS – Faster Time-to-Value

### Differentiating Value

<table>
<thead>
<tr>
<th>Create better models in less time</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>• Rapidly optimize the algorithm that best fits the data and business scenario</td>
<td>Cognitive Assistant for Data Scientists (CADS)</td>
</tr>
<tr>
<td>• Provide optimal parameters for any given model</td>
<td>Hyper Parameter Optimization (HPO)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Simplify model creation</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>• Wizards make it easy for users to create and train a model</td>
<td>DSX Pipeline User Interface</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Improve models over time</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>• Monitor model accuracy with feedback data and performance history</td>
<td>Continuous Monitoring and Feedback Loop</td>
</tr>
<tr>
<td>• Notification of model performance deterioration for more efficient retraining</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Easily integrate with existing tools and applications</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>• Ease collaboration across users (e.g., Data Scientists and App Developers)</td>
<td>Modern RESTful APIs</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Simplify model management</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>• Easily manage thousands of models in an enterprise environment</td>
<td>Single UI for Deployment</td>
</tr>
</tbody>
</table>
Advantages

- Federated analytics across multiple data environments
- Increased currency of data & insights reduce latency
- Reduce cost and complexity of moving all data
- Benefits from DB2 Analytics Accelerator
- Integration with enterprise business applications
- Modern and consistent analytic skill across heterogeneous environment
IBM Machine Learning (ML) for zOS – Architecture

IBM Analytics Platform

Application Cluster

- GIT Repository Service
- Ingestion Service
- Transformation Service
- Jupyter Kernel Gateway
- Apache Toree
- Feedback Service
- Pipeline Service
- Monitor Service

Spark on z/OS Cluster

- Ingestion Lib
- Transformation Lib
- Pipeline Lib
- CADS/HPO lib

Liberty for z/OS

- Scoring Service

Individual Akka Svc Deployment Arch

- Nginx Load Balancer

NoteBook

- Notebook UI
- Jupyter Server

Kubernetes
- Linux
- z/OS

Auth Service

- Service Metadata
- DB2 for z/OS

DB2 for z/OS

- DVS Connector

zLDAP
- RACF

DB2
- IMS
- VSAM
- SMF
CADS and HPO – What are we addressing?

- Objective is to bring automation into key areas of large-scale data analysis and data scientist tasks
  - Overcome „analytic decision overload“ for Data Scientists
    - Different ML algorithms
    - Parameter settings
  - Enable Data Scientists to:
    - View and interact with decisions making process in an online fashion
    - Obtain rapid insights from data to answer key questions
  - Deliver a system for automated training of models for supervised ML tasks
  - Address the combinatorial explosion in choices of ML algorithms and implementations/platforms, their parameters and their compositions
CADS and HPO – Part of IBM ML for z/OS

- **Influencing factors** for training, optimization, continuous improvement to ensure accurateness of the classifier/learner:
  - Data selection, access, preparation, transformation …
  - The right ML model(s)
  - Hyper parameter setting and optimization
  - The ‘right’ adequate labeled test data, depending on the probability distribution of the available data
  - Choice and weight of ‘right’ columns of the tables

- **Cognitive Assistant for Data Scientists (CADS) with Hyper Parameter Optimization (HPO)**
  - Evaluation of various relevant Spark ML algorithms
  - Setting of corresponding hyper parameters
CADS and HPO – Some Parameter Examples

- For instances **parameter choices per algorithm** for the training algorithm (algorithm behavior) and the ML model (model capacity):
  - Kernel type
  - Learning rate
  - Number of layers in neural networks
  - Pruning strategy (decision trees)
    - Maximum depth of a decision tree
  - Number of trees in a random forest
  - . . .

Depends on model and labeled data sets
Model Evaluation and Selection

- Model selection and hyper parameter setting in ML for z/OS is based on defined measures:
  - Receiver Operating Characteristic (ROC) Curve
  - Precision Recall (PR) Curve
Monitoring Model Health by Evaluating Area under ROC or PR Curve
Monitoring Health by Evaluating Area under the PR Curve

Monitoring the Area under the ROC Curve

Monitoring the Area under the PR Curve
Impacting all Industries

**Finance/Banking**
Reduce customer churn while maximizing every marketing dollar

**Healthcare**
Improve pharmaceutical pricing and inventory planning based on claims patterns

**Airlines & Transportation**
Adjust passenger’s itineraries prior to delays and mechanical failures
## DB2 Analytics Accelerator & ML for z/OS – Complementing Values

<table>
<thead>
<tr>
<th>Situation #1</th>
<th>Situation #2</th>
<th>Situation #3</th>
</tr>
</thead>
<tbody>
<tr>
<td>ML for z/OS</td>
<td>ML for z/OS</td>
<td>ML for z/OS</td>
</tr>
<tr>
<td></td>
<td>DB2 Analytics Accelerator</td>
<td>DB2 Analytics Accelerator</td>
</tr>
<tr>
<td>Small amount of z/OS data</td>
<td>Large amount of z/OS data</td>
<td>Large amount of z/OS data</td>
</tr>
<tr>
<td>zIPP / memory with</td>
<td>DataStage (or similar tool)</td>
<td>DataStage (or similar tool)</td>
</tr>
<tr>
<td>sufficient capacity</td>
<td>already used</td>
<td>already used</td>
</tr>
<tr>
<td>Scala, Python for data prep</td>
<td>SQL accepted for data prep</td>
<td>SQL accepted for data prep</td>
</tr>
<tr>
<td>required</td>
<td>Z capacity insufficient</td>
<td>Z capacity insufficient</td>
</tr>
<tr>
<td>Jupyter Notebook of ML for z/OS used</td>
<td>for data prep</td>
<td>for data prep</td>
</tr>
<tr>
<td>No SQL skills or SQL</td>
<td>ML for z/OS Jupyter notebook</td>
<td>ML for z/OS Jupyter notebook</td>
</tr>
<tr>
<td>not appropriate</td>
<td>used for addtl. data prep</td>
<td>used for addtl. data prep</td>
</tr>
<tr>
<td></td>
<td>(similar to SAS data cube</td>
<td>(similar to SAS data cube</td>
</tr>
<tr>
<td></td>
<td>build)</td>
<td>build)</td>
</tr>
<tr>
<td></td>
<td>Supporting broader</td>
<td>Supporting broader</td>
</tr>
<tr>
<td></td>
<td>data lake topologies</td>
<td>data lake topologies</td>
</tr>
<tr>
<td></td>
<td>Accommodating more</td>
<td>Accommodating more</td>
</tr>
<tr>
<td></td>
<td>data due to archiving</td>
<td>data due to archiving</td>
</tr>
<tr>
<td></td>
<td>Need for limited R support</td>
<td>Need for limited R support</td>
</tr>
<tr>
<td></td>
<td>...</td>
<td>...</td>
</tr>
</tbody>
</table>

**Situation #2**
- Large amount of z/OS data
- DataStage (or similar tool) already used
- SQL accepted for data prep
- Z capacity insufficient for data prep
- ML for z/OS Jupyter notebook used for addtl. data prep (similar to SAS data cube build)
- Supporting broader data lake topologies
- Accommodating more data due to archiving
- Need for limited R support
- ...

**Situation #3**
- Large amount of z/OS data
- DB2 Analytics Accelerator already deployed
- Addtl. points similar to situation #2
- Need for limited R support
- ...

**Situation #3**
- Large amount of z/OS data
- PMML needed
- Batch scoring
- SPSS Modeler and SPSS C&DS already used (integrates with the Accelerator)
- Interest in in-DB Analytics
- Need for limited R support
- Supporting broader data lake topologies
- ...
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